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ARTICLE

Model-based simulations of weekday and weekend sleep
times self-reported by larks and owls
Arcady A. Putilov a,b, Evgeniy G. Verevkina, Olga G. Donskayaa, Olga N. Tkachenkob

and Vladimir B. Dorokhovb

aResearch Group for Math-Modeling of Biomedical Systems, The Research Institute for Molecular Biology
and Biophysics of the Federal Research Center of Fundamental and Translational Medicine, Novosibirsk,
Russia; bLaboratory of Sleep/Wake Neurobiology, The Institute of Higher Nervous Activity and
Neurophysiology of the Russian Academy of Sciences, Moscow, Russia

ABSTRACT
A model of sleep-wake regulatory process was applied to examine
several common believes associated with the so-called “social jetlag”,
e.g. 1) sleep lost on weekdays due to the scheduled early wakeups
might be partly recouped by getting extra sleep on weekends and 2)
the weekday sleep loss is greater in evening- than in morning-
oriented individuals. Weekday-weekend sleep times reported in 19
previously published papers for 20 samples ofmorning- and evening-
oriented individuals were utilized as an input to the model. The
results of statistical analyses and simulations of these times sug-
gested that 1) sleep cannot be caught up on weekends and 2)
evening- and morning-oriented individuals are not, in general, dis-
similar on the amount of weekday sleep. We concluded that chron-
obiologial mechanisms underlying “social jetlag” require rethinking
and that studying mathematical models of sleep-wake regulatory
process allow the quantitative predictions about weekday sleep
loss in different ages and diurnal types.
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Introduction

Each weekday night people, on average, are losing approximately 1 h of sleep. Can they
accumulate sleep debt on weekdays to repay it, at least partly, on weekends? Many people
believe that there is a possibility to overcome, at least partly, the consequences of sleep
restriction during five work/schooldays by getting extra sleep on two weekend days. There
is also another widely held belief: that such a weekday sleep reduction must be larger and
such a weekend catch-up sleep must be longer in “owls” than in “larks” (in other terms,
morning-oriented or early or M-types vs. evening-oriented or late or E-types).

Such common sense is held by a large number of researchers and can be illustrated
by the concept called “social jetlag”. Wittmann et al. (2006) described it as one of the
specific forms of misalignment between work hours and preferred sleep times that
governed by our body clocks that, in turn, are entrained to the 24 h light-dark cycle
rather than to any of social time cues including work hours. They have also noted that,
consequently, social jetlag is most pronounced in late chronotypes, “who substantially
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have to readjust their temporal habits to social demands (i.e. having to get up early
without being able to advance their circadianly controlled sleep-onset)”. As a result, “in
late chronotypes, the constraints of early work schedules lead to an increasing sleep
debt over the week that is compensated for on weekends” (Wittmann et al. 2006).

However, the weekend time in bed does not differ much from the maximal sleep
capacity (Klerman and Dijk 2008). What people think is their weekend extra sleep would
be exactly what is expected to be just a normal unrestricted sleep. Therefore, it is
necessary to prove that, if sleep has been lost due to early weekday wakeups, it might
be caught up on weekends.

It has to be also noted that, in the field of human sleep and circadian biology, two rather
different ways of distinguishing between “owls” and “larks” were proposed. The traditional
approach relies on the self-assessments with a morningness-eveningness (morning-evening
preference) scale (e.g. Horne and Östberg 1976) allowing discrimination between “diurnal
types” or “chronotypes”. A more recently suggested approach differentiates chronotypes
into early and late types by using self-reports on current sleep timing on free days
(Roenneberg et al. 2003). Since sleep timing is gradually delaying across adolescence until
reaching the peak of lateness at age 18–20 years (Roenneberg et al. 2004; Fischer et al. 2017),
a dramatic weekday sleep loss occurs due to confrontation between early school times and
biological tendency of late adolescents to delay weekend sleep timing (Crowley et al. 2014).
However, they lose a large amount of sleep because their organisms already passed through
a maturational change in homeostatic sleep regulation, irrespective of their self-assessments
on morningness-eveningness scales. One can expect that those who were classified as “larks”
with a morningness-eveningness scale might much easier than “owls” shift their weekday
morning wakeups on an earlier hour. By contrast, “owls” might manage to sleep more than
“larks” on weekdays because they succeed in the attempts to minimize this hardly tolerated
shift by all means. Therefore, it is necessary to proof that, irrespective of age, weekday sleep
reduction due to early wakeups is profoundly larger in “owls” than “larks”.

Consequently, the major aim of this report was to determine whether such proofs
might be yielded by applying a quantitative model of sleep-wake regulation for predic-
tion of timing and duration of weekday and weekend sleep. Previously (Putilov and
Verevkin 2018) we proposed a methodological framework for simulation of the
sequences of weekday and weekend sleep-wake cycles and comparison of discrepancy
between simulated and empirically obtained amounts of sleep lost on weekdays due to
early risetimes. It was applied for tracing the ontogeny of sleep times on weekdays and
weekends (Putilov and Verevkin 2018). Here, we applied the same approach for testing
the hypotheses of 1) weekend extra sleep and 2) inequality of “owls” and “larks” on
amount of weekday sleep loss.

Methods

Collection of samples with reported sleep times

Sleep times for 20 samples of study participants classified as M- and E-types from 19
previously published reports are listed in Table 1. Mean age of study participants in
included in these 20 samples varied between 4 and 58 years. The associations between
these 20 mean ages and time in bed on weekends are illustrated in Figure 1 separately
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for M- and E-types (Figure 1(a,b), respectively). Additional 170 samples were collected
from more than 70 published reports to provide comparison of just 20 samples of M-
and E-types with the whole set of 190 samples on the pattern of relationships between
age and weekend sleep times (Figure 2). Sleep times for most of these samples are listed
in Supplementary table to Putilov and Verevkin (2018).

A sample reported by Wolfson et al. (2003) was of special interest for the present
simulations because sleep times of each of 302 study participants of their study were
determined by three different methods, survey, diary, and actigraphy. Since sleep times
for the vast majority of analyzed samples were obtained in the survey, data of Wolfson
et al. (2003) provided possibility to compare the differences between subjective (survey)
and objective (actigraphy) estimates with discrepancies between simulations and aver-
aged empirical estimates (Figures 3 and 4).

All simulated datasets were collected in accordance with the ethical standards laid
down in the Declaration of Helsinki, and their protocols were approved by the ethics
committees of the research institutes and universities.

Statistical analysis of reported sleep times

The SPSS statistical software package (IBM, Armonk, NY, USA, version 22.0) was used for
calculation of Spearman rank order coefficient of correlation (ρ) to determine which of
associations between sleep times and mean age of study participants were significant
(Figure 1). Moreover, paired t-test was applied to examine significance of differences

Table 1. Rise- and bedtimes reported in 19 studies.
19 reported studies Weekdays Weekends

Reference Bedtime Risetime Bedtime Risetime

Author(s) Year
Country or
(State)

Mean age,
years M- E- M- E- M- E- M- E-

Doi et al. 2016 Japan 4.0 20.65 21.67 6.62 7.28 20.88 22.03 6.87 8.18
Arora & Taheri 2015 UK 12.0 21.23 21.48 6.73 6.88 21.98 23.80 8.58 9.62
Russo et al. 2007 Italy 13.8 22.20 23.35 6.83 7.18 23.68 25.23 8.67 11.37
Mateo et al. 2012 Spain 14.1 22.73 23.52 7.25 7.43 24.08 25.23 9.93 11.33
Arrona-Palacios
et al.

2015 Mexico 14.1 22.53 24.37 7.28 8.32 23.02 25.82 9.15 11.50

Diaz-Morales et al. 2007 Spain 14.3 22.83 23.63 7.20 7.40 24.35 25.77 10.00 11.41
Li et al. 2018 Hong Kong 14.5 22.68 23.95 6.65 6.80 23.40 25.13 9.10 11.30
Giannotti et al. 2002 Italy 15.0 22.50 23.08 6.67 7.17 23.67 25.25 8.92 10.92
-,- 17.3 22.50 23.50 6.42 7.17 24.42 26.42 9.17 11.42
Lehto et al. 2016 Finland 17.5 23.38 23.80 6.63 7.42 24.17 25.50 9.68 11.32
Korczak et al. 2008 Brazil 19.6 23.00 24.45 6.67 7.55 23.55 27.05 7.85 11.33
Kabrita et al. 2014 Lebanon 19.9 23.20 24.78 7.07 8.55 24.37 26.62 8.27 11.63
Vitale et al. 2015 Italy 21.3 23.63 24.05 7.17 7.98 25.25 26.22 8.97 10.28
Rosenthal et al. 2001 (MI) 26.0 22.10 25.10 6.15 9.70 22.70 25.72 7.18 10.17
Roepke & Duffy 2010 (MA) 36.0 22.55 25.08 6.28 8.67 23.15 25.53 7.30 10.52
Taillard et al. 1999 France 36.1 22.70 25.08 6.55 7.50 23.40 24.67 8.10 9.88
Paine & Gander 2016 New Zealand 41.1 22.62 23.78 5.93 7.23 23.12 24.23 7.07 8.93
Chan et al. 2014 Hong Kong 50.8 23.07 25.80 5.33 8.40 23.20 25.80 6.93 10.25
Taillard et al. 2004 France 51.3 22.85 23.43 6.20 6.78 23.20 23.90 7.38 8.52
Reutrakul et al. 2013 (IL) 58.4 21.37 24.03 5.22 8.77 21.30 25.22 5.58 9.88

Samples are ordered in accord with reported mean age of study participants; -,-: Giannotti et al. (2002) reported times
for two samples of different mean age. Bedtime and Risetime: Times to go to bed and to wake up, respectively, clock
hours (decimals). M- and E-: M- and E-types.
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between M- and E-types in sleep times. Standard deviations (SD) for mean estimates of
sleep times obtained by averaging over samples are illustrated Figures 2–4.

Model

To simulate sleep times, we implemented our version of the two-process model of sleep-
wake regulation (Putilov 1995). The model and the way of derivation of its initial parameters
(shown in Table 1, left column) are explained in more detail in Putilov (1995, 2014)). It was
named “rhythmostat” (Putilov 1995) because it includes a circadian term reflecting the
modulating influence of the circadian pacemaker on the parameters of classical homeo-
static process (“somnostat” in Daan et al. 1984).

If t1 and t2 are the initial times for the buildup and decay phases (rise- and bedtime,
respectively), this sleep-wake regulating process can be simulated using the following
equations:

Figure 1. Age by sleep times and by difference between chronotypes in sleep times.
Each line illustrates a linear relashionship of Age with Time in bed on weekends (a) and (b) and with M-E-type
difference in time in bed (c) and risetime on weekdays (d).
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Figure 2. Sleep times for 8 age categories.
The samples included in the whole set (n = 190) were grouped into eight age categories (younger than 10, 10+, 12+,
14+, 16+, 18+, 23+, and 33+ with n = 37, 24, 25, 35, 21, 17, 13, and 18, respectively) to compare with the subset of
sleep times reported for M- and E-types in 19 studies (n = 20; see Table 1). Each age group is represented by one
column and three lines. Data on 190 samples are represented by averaged values (column) with + Standard Deviation
(+ SD) for bedtime and – SD for risetime (a) or by averaged values (column) with ±SD (b). Mean values for 20 samples
were obtained by averaging over samples of similar mean ages after averaging over M- and E-types and within M- and
E- types (closed circles, open squares, and open triangles, respectively).
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(c) Time in bed

Figure 3. Comparison of simulated sleep times with the range of their empirical variation.
Empirical data are represented by averaged values (open squares) with ± Standard Deviation (± SD). Mean values and
SD were obtained by averaging over individuals (Survey, Diary, and Actigraphy) or samples (n = 14 and 6 for ages, and
n = 20 for any of chronotypes). Shadowed areas denote deviations of these mean values from simulated values (closed
circles) reported in Table 3.

714 A. A. PUTILOV ET AL.



One study Chronotype by Age

-3

-2

-1

0

Survey Diary Actigraphy <30 30+ M-type E-type <30 M-type <30 E-type 30+ M-type 30+ E-type

H
o

u
r
s

±
S

D

Ages or Chronotypes

(a) Shift in bedtime

One study Chronotype by Age

-5

-4

-3

-2

-1

0

Survey Diary Actigraphy <30 30+ M-type E-type <30 M-type <30 E-type 30+ M-type 30+ E-type

H
o

u
r
s

±
S

D

Ages or Chronotypes

(b) Shift in risetime

One study Chronotype by Age

-3

-2

-1

0

Survey Diary Actigraphy <30 30+ M-type E-type <30 M-type <30 E-type 30+ M-type 30+ E-type

H
o

u
r
s

±
S

D

Ages or Chronotypes

(c) Shift in time in bed

Figure 4. Comparison of simulated shifts in sleep times with their range of empirical variation.
Empirical data are represented by averaged values (open squares) with ± Standard Deviation (± SD). Shadowed areas
denote deviations of these mean values from simulated values (closed circles; see also Table 3). Data on the right side
illustrate the results for sleep times obtained by further subdivision of 20 samples into yonger and older M- and E-types
(<30 and >30, n = 14 and 6, respectvely).
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X tð Þ ¼ Xu þ C tð Þ½ � � Xu þ C tð Þ½ � � Xbf g � e� t�t1ð Þ= Tb�k�C tð Þ½ � (1a)

X tð Þ ¼ Xl þ C tð Þ½ � � Xd � Xl þ C tð Þ½ �f g � e� t�t2ð Þ= Td�k�C tð Þ½ � (1b)

where

C tð Þ ¼ A � sin 2π � t=τ þ φ0ð Þ (2)

is a periodic function with a period τ assigned to 24 hours (Putilov 1995).

Initial parameters of the model

The parameters of this model (Table 2, left column) were initially derived from the
experimentally obtained durations of recovery sleep after six gradually increasing inter-
vals of extended wakefulness (Åkerstedt and Gillberg 1981) and the levels of Slow-Wave
Activity (SWA) obtained for 10 naps (Dijk et al. 1987) and two recovery sleep episodes
(Dijk et al. 1990, 1991; see Putilov 1995, for more details). X was expressed in relative
SWA units (Putilov 1995, 2014). The present simulations were performed by utilizing
slightly modified initial parameters of this sleep-wake regulating process (Putilov 1995).

Table 2. Parameters of the model utilized for simulating sleep times.
Simulated data Averaged M-type E-type

Parameters Initial One study 14 < 30 6 30+ 20 20

Times for buildup and decay phases:
t2–t1 (wake duration), hours 16.00 14.95 14.70 15.50 14.90 14.90
t2 (bedtime), clock hours 23.00 24.20 24.50 23.90 23.30 25.30
t1 (risetime), clock hours 7.00 8.85 9.80 8.40 8.40* 10.40*
Risetime on weekdays, clock hours 6.33 7.20 6.90 6.50 7.70
Exponential buildup and decay phases:
Tb (buildup phase constant), hours 27.04 25.22 22.62 24.55 26.63 22.52
Td (decay phase constant), hours 1.95 2.29 2.56 1.98 2.75 2.08
SWAl (lower asymptote), relative SWA 0.70 0.70 0.70 0.70 0.70 0.70
SWAb (lowest decay), relative SWA 0.75 0.75 0.765 0.75 0.76 0.76
SWAd (highest buildup), relative SWA 2.50 2.50 3.25 2.50 3.00 3.00
SWAu (upper asymptote), relative SWA 4.50 4.50 5.75 4.50 5.50 5.50
Sine wave-form circadian modulation:
A (circadian amplitude), relative SWA 0.50 0.50 0.50 0.50 0.50 0.50
φ0 (initial circadian phase), radians 4.13 3.66 3.66 3.66 4.19 3.14
φmax (circadian peak), clock hours 15.00 16.00 16.00 16.00 14.00 18.00
Phase angle between t2 and φmax, hours −8.00 −8.00 −8.00 −8.00 −9.00 −7.00
τ (entrained circadian period), hours 24.00 24.00 24.00 24.00 24.00 24.00
k (2-fold increase of the circadian term) 2.00 2.00 2.00 2.00 2.00 2.00

Parameters of the model (1) used to simulate sleep times illustrated in Figures 2–5. Initial: Initial parameters were
derived in Putilov (1995) by using data on sleep duration after extended wakefulness and on SWA in naps and
extended sleep episodes (mean SWA = 1 in baseline night episode). One study: Slight modification of these
parameters (1-h shift of the circadian phase) was necessary to account for sleep times reported in the study of
Wolfson et al. (2003). Averaged: Simulation of sleep times obtained by averaging over M- and E-types for the
subsamples of younger and older ages (<30 and 30+, n = 14 and 6, respectively). Further slight modification of these
parameters (increase of SWA levels) was necessary to account for difference between ages (Table 1). To account for
the differences between M- and E-types, earlier and later sleep times and circadian phase ((2- and 4-h difference,
respectively) were proposed; *: Averaged risetimes for M- and E-types reported for 20 samples were slightly different
(8.2 and 10.5, respectively) from those used for this simulation for proposing identical time in bed on weekend to
chonotypes. In all other simulations, the reported bed- and risetimes were rounded off and utilized as initial times.
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Modification of parameters of the model: initial times

Because times in bed on weekends in the analyzed samples (8.89 h and 9.23 h in M-
and E-types, respectively) were similar to the experimentally determined maximal
sleep capacity (8.9 ± 0.4 h) in participants of similar ages in Klerman and Dijk (2008)
study, we utilized data on weekend bed- and risetimes (t1 and t2) and on weekday
risetime (t2 from Monday to Friday) as an input to the model. For the sake of
simplicity and clarity, we rounded off all sleep times and most of other model’s
parameters (Table 2). Thus, the initial values (t1 and t2) for the vast majority of
simulations were those reported for the whole set of 20 samples, for the subsets of
younger and older ages (< 30 and > 30 years, n = 14 and 6, respectively), and for the
sample of Wolfson et al. (2003).

Modification of parameters of the model: SWA levels

It is well-known that the amount of SWA dramatically reduces from childhood to
old adulthood (Gradisar et al. 2011; Campbell et al. 2012), that duration of sleep is
also reduces in the same direction (Ohayon et al. 2004; Moraes et al. 2014), and
that sleep timing is reaching its maximal delay at age 18–20 years (Roenneberg
et al. 2004; Fischer et al. 2017). Given that the initial parameters of the rhythmostat
have been derived using data on duration of sleep following extension of wakeful-
ness in six subjects aged between 29 and 45 years (Åkerstedt and Gillberg 1981),
we additionally changed some of other model’s parameters, namely, SWA levels, to
account for age difference between these subjects and samples analyzed here
(Table 2, central columns). Although we allowed age-associated variation in the
parameters of the homeostatic buildup and decay of SWA (1), we did not propose
such an age-associated variation in the circadian term (2) because this would
contradict to the majority of reports indicating the absence of any age-associated
difference in free-running circadian period (e.g. Czeisler et al. 1999; Kendall et al.
2001; Crowley and Eastman 2018).

Modification of parameters of the model: circadian phase

To account for the delay of sleep times in E-types relative to those of M-types we suggested
2-h difference between chronotypes in sleep timing (Table 2) but allowed the identical time
in bed. Since it was shown that phase angle between sleep and circadian phase is wider in M-
than E-types (Baehr et al. 2000; Duffy et al. 2001; Mongrain et al. 2004; Emens et al. 2009), we
assigned 4-hour difference between chronotypes in entrained circadian phase. This gave,
respectively, 9- and 7-hour advance (phase angle) of the peak of the circadian modulation
relative to the bedtime (Table 2, right columns). We also performed separate simulations for
younger and older M- and E-types (< 30 and > 30 years) utilizing their reported weekend
sleep times (Figure 4, right). For any simulation, weekday risetime was taken by rounding off
the empirical weekday risetime.
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Results

Chronotype- and age-associated differences in reported sleep times

The only non-significant difference between M- and E-types on sleep times averaged over
20 samples (Table 1) was found for the time in bed on weekdays (paired t-test: t19 = 1.29,
p = 0.212). Despite this, the time in bed on weekends was significantly longer in E-types
(t19 = −3.24, p = 0.004), and, consequently, the weekday-weekend shift in time in bed was
larger in these types (t19 = 3.24, p = 0.004). However, this difference between the two
chronotypes (−0.48 h), was smaller than the same directional difference obtained in
Wolfson et al. (2003) study by the methods of survey and actigraphy (−0.60 h; see Table 3).

Averaged over 20 samples mean age (Table 1) was 24.8 years (SD = 15.3 years). The time in
bed on weekends was closely associated with age in both M- and E-types (ρ18 = −0.821 and
−0.781, respectively, p < 0.001 for both; see also Figure 1(a,b)). For weekdays the association
was found to be significant only for M-types (ρ18 = −0.830, p < 0.001, and −0.414, p = 0.069,
respectively). The association was not significant in E-types due to age-associated change in
difference between chronotypes in time in bed on weekdays (ρ18 = −0.717, p < 0.001; see
Figure 1(c)). Due to similar weekday risetimes determined by early school times (ρ18 = −0.699,
p = 0.001; see Figure 1(d)), younger E-types spent less time in bed thanM-types, but, since the
difference between chronotypes in weekday risetimes increased with age (Figure 1(d)), older
E-types spent more time in bed than M-types (Figure 1(c)). Such relationships resulted in
mentioned about similarity of chronotypes on theweekday time in bedobtainedby averaging
over 20 samples.

Figure 2 illustrates that weekend sleep timing would not be of much help for
distinguishing between M- and E-types in 20 analyzed samples. E-types from middle-
age adults (33+ years) went to bed approximately at the same clock hour as M-types
from young adults (18+ years), whereas M-types from the same middle-age adults (33
+ years) went to bed approximately at the same clock hour as E-types among study
participants of early school age (<10 years). Similarly, E-types from middle-age adults (33

Table 3. Discrepancies between empirical and simulated sleep times.
Simulated data One study Averaged M-type E-type

Times Survey Diary Actigraphy Difference 14 < 30 6 30+ 20 20

Bedtime Weekdays −0.29 −0.15 −0.07 −0.22 −0.02 −0.01 −0.02 0.12
Weekends 0.13 −0.02 0.03 0.10 0.06 0.05 0.06 0.08

Risetime Weekdays 0.00 0.05 −0.03 0.03 0.02 0.03 0.04 0.01
Weekends 0.85 −0.05 −0.10 0.95 0.31 0.21 0.00 0.47

Time in bed Weekdays 0.29 0.21 0.04 0.25 0.04 0.03 0.06 −0.11
Weekends 0.72 −0.03 −0.13 0.85 0.25 0.15 −0.07 0.39

Bedtime Shift −0.41 −0.13 −0.10 −0.32 −0.08 −0.06 −0.08 0.03
Risetime Shift −0.84 0.11 0.07 −0.92 −0.29 −0.18 0.05 −0.46
Time in bed Shift −0.43 0.23 0.17 −0.60 −0.21 −0.12 0.13 −0.50

Discrepancies were calculated by subtracting simulated sleep times from empirically obtained sleep times. One study:
Sleep times reported by Wolfson et al. (2003) for three methods of data collection (Survey, Diary, and Actigraphy);
Averaged: Simulation of sleep times calculated by averaging over M- and E-types; 14 < 30 and 6 30+: The subsamples
with ages younger and older than 30 (n = 14 and 6, respectively); Difference: Objective sleep times (Actigraphy) were
subtracted from subjective sleep times (Survey); Time in bed: Difference between rise- and bedtimes. Shift: Weekday-
Weekend difference in sleep times. See also Figures 3 and 4 allowing the comparison of these discrepancies with
variation in empirical estimates.
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+ years) or from early adolescents (10+ years) had weekend wakeups at the same clock
time as had M-types from late adolescents (16+ years).

In contrast, participants of M- and E-types (Figure 2) remained stable across ages in
terms of the difference in weekend sleep timing between these types (on average, the
differences in bed- and risetimes were −1.92 h and −2.25 h, respectively).

Simulations of sequences of weekday and weekend sleep-wake cycles

Using three sleep times (weekend bed- and risetimes and weekday risetime) as an input
to our model of sleep-wake regulatory process (1) we simulated the sequences of
weekday and weekend sleep-wake cycles (Figure 5). The simulations predicted weekday
bedtime and time in bed (Figures 3 and 4) and these predictions were found to be
similar to the empirically obtained estimates (Table 3).

Discrepancies between simulated and empirically obtained sleep times

In the study of Wolfson et al. (2003), rather similar estimates were obtained for weekend
bedtime by applying different methods of sleep time estimation (Figure 2(a)), whereas
the difference between survey and actigraphy was found to be the largest for weekend
risetime (Figure 2(b)) that seemed to be significantly overestimated in the survey
(p < 0.001). Consequently, time in bed on weekends (Figure 2(c)) was significantly longer
(p < 0.001) in the survey (Wolfson et al. 2003). Simulation of averaged over three
methods sleep times provided much larger discrepancies between simulated and
empirical sleep times for survey data as compared to actigraphic data (Figures 3 and
4, left). The discrepancies for any other simulation were smaller than the differences
between sleep times obtained by the methods of survey and actigraphy (Table 3).
Moreover, these discrepancies and these differences were, as a rule, the same directional
(Table 3 and Figures 3 and 4).

Simulated weekday-weekend shifts in sleep times

The simulations predicted that there was no extra buildup of the levels of SWA during
weekday wakefulness, and, on weekends, there was no possibility to sleep the extra time
simply due to the absence of this extra buildup of the levels of SWA (Figure 5). The
sleep-wake regulatory mechanism prevented such an extra buildup of SWA by sending
study participants to sleep at the appropriate clock time after achieving a normal final
daily level of SWA (Figure 5(a,b)). Due to the advanced risetime on weekdays, this
appropriate bedtime was somewhat earlier than the weekend bedtime. Therefore, the
following sleep on the Friday–Saturday night became longer (Figure 5(b)).

Notably, the model predicts that, due to the circadian influence, people cannot sleep
longer after delay of bedtime beyond the limits determined by the sleep-wake regulat-
ing mechanism. If sleep is initiated later in the evening, sleep is terminated later in the
morning, but the morning delay is somewhat shorter than the evening delay, and,
hence, sleep duration is shorter (Figure 5(b,c)).

Moreover, it has to be noted that modeling results question the definition of social
jetlag as the weekday-weekend shift of the sleep-wake cycle relative to the circadian
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(a)        10-day time courses, ages < 30 and 30+

SWAd SWAb DfS Wake Sleep <30

SWAd SWAb DfS Wake Sleep 30+
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(b)        Three sleep-wake cycles, one study

SWAd SWAb DfS Sa0-Su0 We1-Th1 Fr1-Sa1
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(c)        3-day time courses, M-type and E-type

SWAd SWAb DfS Wake Sleep M-type

SWAd SWAb DfS Wake Sleep E-type

Figure 5. Simulation of the sleep-wake cycles.
(a) Ten consecutive sleep-wake cycles including two last free (e.g. vacation) days and the following workdays and wekends.
The example of sleep cycles simulated for two ages, <30 and 30+ years. (b) The sleep-wake cycles for free (e.g. vacation)
days (Sa0-Su0), weekday (We1-Th1) and weekend nights (Fr1-Sa1). The example of sleep times reported by Wolfson et al.
(2003). (c) Three consecutive sleep-wake cycles represent two last free (e.g. vacation) days and the following workday
(Monday). The example of sleep cycles of M- and E-types. SWAd and SWAb: Highest buildup and lowest decay of relative
SWA, respectively; DfS: Further buildup of SWA expected due to Deprivation from Sleep; Wake and Sleep: Phases of the
sleep-wake regulating process simulated as alternations between exponential buildups and decays of SWA with the
parameters of exponential functions modulated by sine-form function with 24 h period (circadian term). The parameters of
the model (1) for each simulation are listed in Table 2.
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pacemaker entrained by the external light-dark cycle during the week. As can be seen in
Figure 5(b), there is, at least, one time point during the 24-h period when a phase of the
sleep-wake cycle is predicted to remain identical for any day of the week. Namely, right
before the time of socially imposed early morning awakening on weekdays SWA was
found to reach similar levels on nights from one weekday to another weekday, from
Friday to Saturday, and from Saturday to Sunday (Figure 5(b)).

Sleep times simulated for younger and older ages

As we expected, any change in the levels of SWA was not required for simulating data of
older ages (> 30) due to similarity of these ages to the ages of the participants of the
experimental studies which data were utilized for derivation of the initial parameters of
our model (Table 2). Again, in accord with our expectations, levels of SWA were found to
be higher in simulations of sleep times of samples with study participants of younger
ages (Table 2 and Figure 1(a)). Although the weekday-weekend shift of sleep timing was
larger in younger ages than in older ages, the shifts of their time in bed were roughly
similar (Figure 3). The discrepancies between empirical and simulated times were larger
for younger ages and they were the same directional with the differences between sleep
times obtained with survey and actigraphy (Table 2 and Figures 3 and 4).

Simulated sleep times for M- and E-types

Simulated sleep-wake cycles for averaged over 20 samples M- and E-types are illustrated in
Figure 5(c). The discrepancies between simulated and empirical sleep times were the
largest for E-types and they were the same directional with the differences between sleep
times obtained by the methods of survey and actigraphy (Table 3 and Figures 3 and 4).
Survey data and averaged empirical data (20 samples) gave later than predicted weekend
risetime and longer time in bed (Figures 3 and 4). The empirical weekend time in bed was
found to be longer than predicted in E-types, and it was closed to the predicted time
in M-types (see above). In contrast, practically identical values were predicted for these
chronotypes in the simulations postulating the exact 2-h difference in sleep phase and
fully identical time in bed for M- and E-types (Table 2 and Figures 3(c) and 4(c)). Utilizing
the actually reported weekend sleep times in separate simulations of younger and
older M- and E-types provided a very similar result (Figure 4(c), right). Again, the prediction
was that the weekend time in bed must be identical, but empirically obtained values were
longer in E-types irrespective of age (Figure 4(c), right).

Discussion

Most people believe that there exists a real way of overcoming the consequences of
sleep restriction during five work/schooldays. Namely, they might, at least partly, recoup
sleep lost due to the scheduled early wakeups by getting extra sleep on two weekend
days. Another common belief is that there exists a remarkable difference between “owls”
and “larks” in the amount of sleep lost on weekdays that is manifested in a longer catch-
up sleep and a later risetime on weekends in “owls”. The results of our simulations
questioned both believes by showing that 1) sleep might not be caught up on
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weekends and 2) “owls” and “larks” might not be profoundly dissimilar on weekday
sleep loss. In other words, the results indicated that tacking on an extra hour or two of
sleep a night on weekends is nothing but receiving a normal dose of sleep and, in
general, two distinct chronotypes appear to be identical on the amount of weekday
sleep loss. Possibly, they also identical on the duration of undisturbed weekend sleep.
Additionally, there is also a similarity between people younger and older than 30 years
on the amount of weekday sleep loss that contrasts with the dramatic difference
between them in the duration of undisturbed weekend sleep.

Analysis of sleep times reported for 20 samples indicated that the impression that
E-types profoundly differ from M-types on the amount of sleep lost on weekdays might
be explained by the age bias toward younger mean age of participants of the vast
majority of published studies. E-types in the age of adolescence sleep less than M-types
of this age due to the identical school times. However, it seems that people of later ages
manage to adjust their weekday risetime to their morning-evening preference. Even
more, because M-types are expected to better tolerate than E-types early morning
wakeups, they are more vulnerable to the weekday sleep loss. Therefore, if there is
a real aversive health effect of losing sleep on weekdays, “owls” might be more than the
same age “larks” vulnerable to this effect only when weekday risetime is identical for
both chronotypes.

The question arises why then the averaged weekend time in bed was found to be
significantly longer in E- than M-types despite similarity of their averaged weekday sleep
loss and identity of their simulated times in bed on weekends? The simplest explanation
is the overestimation of weekend risetime by those individuals who tend to wake up
late, e.g. E-types and late adolescents and young adults. This explanation is supported
by results indicating that the weekend risetime was characterized by the largest dis-
crepancies between simulated and empirical sleep times along with the largest and
same directional difference between survey and actigraphy data.

Another explanation might be a phase delay of their circadian phase due to exposure
to artificial evening light in the beginning of Saturday night. Such an exposure is
expected to delay the risetime on Sunday morning (Akacem et al. 2016). The following
advance shift of bedtime might happen during the week due to exposure to morning
light after several early wakeups. This shift might lead to full or partial compensation of
the weekend delay of sleep timing. Surprisingly, we did not find journal publications
examining such possibility (a typical rather than “social” jetlag in “owls). However, such
shift was reported in dissertation by Zerbini (2017): the weekend onset of melatonin
excretion was found to be delayed both in summer and winter in study participants
reported late weekend bedtime, but this onset remained unchanged in participants with
early and intermediate weekend bedtimes.

The modern literature on the rhythms-markers of the circadian pacemakers indicates
that the circadian phase (Crowley et al. 2014) and period (Crowley and Eastman 2018) did
not change across transition from early adolescence to early adulthood and that the
circadian period remains unchanged in later ages (Czeisler et al. 1999; Kendall et al. 2001).
Our present and previous simulations (Putilov and Verevkin 2018) also suggested that it is
not necessary to propose any changes in the position of circadian phase for explaining
age-associated delays and advances of sleep times.
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Thus, it seems that chronobiologial mechanisms underlying “social jetlag” require
rethinking because 1) sleep debt cannot be not accumulated due to early morning
awakenings on weekdays, 2) sleep lost on weekdays due to scheduled early wakeups
cannot be repaid, 3) in general, clock times for weekend sleep cannot be solely used to
distinguish between “larks” and “owls”, 4) in general, “social jetlag” cannot be more
prominent in “owls” than “larks”, 5) the circadian phase cannot delay in adolescents
following the delay of sleep times, 6) and it cannot advance back despite advancing
sleep times in middle-aged adults, 7) a sleep phase determined by SWA level in the
morning hours can remain rather stable throughout the week, 8) instead, the circadian
phase in evening-oriented individuals can shift back-and-forth relative to natural light
regimen throughout the week, etc.

The present results might have a practical implication in sleep medicine by providing
quantitative predictions for people of different age and chronotype of the amount of
sleep needed on weekdays/vacations and lost on weekdays depending upon their
risetime of weekdays. Interestingly, the results also point at a possibility to estimate
the levels of SWA in these people depending upon amount of weekday-weekend shift in
their bedtime (the higher the SWA level, the larger the shift).

To summarize, the studying simple mathematical models of sleep-wake regulatory
process allow us to make predictions about amount of sleep lost on weekdays by people
of different diurnal types and ages. The model-based simulations of sleep times indicate
that sleep debt cannot be accumulated due to early weekday risetimes. Therefore, there
is nothing to be repaid, even partly, during the following weekends/vacations. The
empirical data and their simulations also provide evidence for general similarity of M-
and E-types on the amount of weekday sleep loss and indicate that E-types do not sleep
longer than M-types on weekdays. Moreover, they, probably, also need not sleep longer
on weekends/vacations, at least, when their circadian phase remains in a stable phase
relationship with the 24-h light-dark cycle during the whole week.
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